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1. ImEroduction

The use of the zigma coordinate (Fhillips, 19571 is
widely accepted in describing vertical space in maodels of the
atmosphere since it precludes ths intersechtion of predictive
sur faces with the ground. However, the steep slopes of
sigma coordinates surfaces over mountainous terrain presents
ancther problem, namely the potentially less accurate
calculaticon af the pressure gradient force since in such
regicns it is often equal %o the sum of two large, opposing
terms. Difficulties also arise in caloculations of the
hovizontal advection and diffusion terms. Several remedies
have been suggested (=.g. Fhillips, 1974; Janjid, 1977;
Johnson and Uccellini, 19B32).

In order to directly =liminate the praoblem of steep
slopes while retaining the simplicity of a tervain-following
system, Mesinger (1984) proposed the eta coordinate for use
in conjunction with step-like terrain. Mesinger, et al.,
(1988) describe sarly results from a regional forecast model
based upon the eta system but which included no physical
parameterizations. A comprehensive physical package was
subsequently incorporated. A complete descripticn of the
entire model will now be presented.



2 Model Characteristics

2.1 The Horizontal Grid

The semi-staggered E grid (Winninghoff, 1968; Arakawa and Lamb, 1977)
is used in the eta model to describe horizontal space. It has been clearly
demonstrated that grids A and D are undesirable due to large errors in
describing wave amplitudes and phase and group velocities. In simulating the
geostrophic adjustment process, the C grid displays significant errors for
higher internal modes at all wavelengths. While the B and E grids show a grid
separation problem at short wavelengths, a method which largely eliminates
this problem has been developed (Mesinger, 1573; Janjic, 1979) and will be
described in Section 3.2. Horizontal advection schemes have been deveioped
for both the C and E grids which control energy cascade to smaller scales
(Arakawa and Lamb, 19%81; Janjic, 1984). 1In the case of the C grid, potential
enstrophy is conserved. On the E grid, momentum is conserved and the false
energy cascade toward the 24x wavelength within the nondivergent part of the
flow is completely prevented. Lastly it appears that the linear amplitude
response to forcing by topography in the B and E grid schemes may be more
accurate than that of the C grid schemes (Dragosavac and Janjic, 1987).
Collectively these considerations led to the choice of the E grid.

A sample of the grid as used in the eta model is depicted in Fig. 1
accompanied by the two sets of axes. The x and ¥ axes are oriented east and
north, respectively, while the primed axes are rotated 45° counterclockwise.
As will be seen in subsequent secticns, proper attention must be given to
differencing and averaging in all four directions to ensure conservation of
important quantities,

The grid peoints are aligned along parallels and meridians of latitude
and longitude. O©On a standard lat-lon grid, the shrinking of 4x with respect
to 4y as one moves poleward is undesirable. In the eta model, the coordinates
arz transformed by placing the new equator through the ‘center of the region of
interest thereby ensuring that the grid boxes will be less elongated in that
region. For a given region size and resolution this maximizes the smallest
value of 4x thereby increasing the efficiency of the model. Let {4.A)
represent the geodetic latitude and longitude of a point and (¢.4) represent
the transformed latitude and longitude. At the grid point in the center of
the domain ¢=4¢, . A=A, . $=0 , A=0. If the standard convention of north latitude
and west longitude as positive is used for the geodetic values, while east
longitude is positive in the model,

_ Z
$=tan !

/1=tan_'(

X=cosqﬁocosqﬁcos[k—ko)+sinqﬁosin¢ @)

Fub



Y= —cosc;ﬁsin(k— ko)

Z=—sin¢0cos¢cos(k—A:_o)+cos¢osin¢

To convert from transformed to geodetic coordinates, the following
relations hold:

qbnsin'l(sin¢cos¢0+cos¢sin¢ocos/1) (2a)
cos@cos /

=A | =—==t tan 2b

A o+ COS (coscpcosqﬁg angta %J (2b)

where the + is used in (2b) for A<O0 and the — for A>0 .

,a/’;;a,Note that transforming the coordinates introduces no added complexities
except that the Coriclis parameter will be a function of beth latitude and

longitude. The increments currently used for the model’s standard resolution
are

A$=(14/26)° and AA=(15/26)°
yvielding a grid resclution (the duantity d’” in Fig. 1) ranging from 79.6 km
at the southern and northern boundaries to 87.7 km at the center. The dom=zin

is defined to cover 70° x 75° of transformed latitude by longitude with the
center located at geodetic coordinates S2.5° N and 100° W.

2.2 The Eta Coordinate and Vertical Grid

The value of eta is defined by

n=on, | (3a)
where
rn)’(zs[c)_ Pr
N, = e (36)
Py (0)-po
and
O=_P_pr (3¢)
pschpT

Here z.g.and po, are the neloht and pressure at the surface of the model
terrain, py is the constant pressucre at the top of the domain ({10* ra), and Dy
is a referefce pressure state independent of time for which the standard
atmesphere is currently used. Defined as such, the eta surfaces sre always
nearly horizontal., Tt can bs seen Erom Egs. (32) and (3b} that » is nothing
mere than a generalization of ¢ . This means that the predictive equations
are esgentially the szam= as in sigma coordinates except for the inclusion of
7 - Whenn, 15 set to 1, 1 becomis o precisely, therebyw easily ‘allowing
comparisons between the tws Systems,



F".

3 Y
4 7 A
;/ 5\
t‘. L h Y h -\
!
By
4
VA Y- h v f‘ v
h v h v h
v h v b v

j"" ('Le-ﬁ)TLg 5em,‘—s+m336r€o[ E jru'c{ ‘ (r.ﬂqu;)

(.DOrol[naj‘é’ aKEeS,

the



There are currently sixteen (LMAX) predictive levels in the model with
vertical resolution highest near the bottom and top of the domain. Beceuse
the—eoguetions azre ia flux-—ferm, the predictive levels carry values
representing layers which are separated by interfacial levels where heights
are stored. The model terrain is constructed so as to “f£ill" layers to the
interfacial levels. A vertical cross section of the domain is shown in Fig.
2. Note that temperature (T) and specific humidity (q) are specified at those
points designated for height in Fig. 1. Wind components at the steps (circled
in Fig. 2) like those underground are identically zero.

Values for 45 are as follows,with level 1 at the top of the domain:

Q

er Index an

.053813
.060517
.065860
.069920
.072710
.074320
.074770
.074110
.072420
.0697190
0.066070Q
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0.056110
0.048910
0.042950
0.035300
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Having chosen the vertical resolution, reference heights of the layer
interfaces are calculated by integrating the hypsometric equation with the
chosen reference atmosphere. These heights will be used in determining the
topography.

2.3 Indexing

Fig. 3 indicates how the grid points are ordered for array storage. IM
and JM are the number of increments in each directicn. Each "cell' contains
one height point and one velocity point. A consequence of this is the
grouping of velocity points on the left boundary with height points that are
on the right boundary and are one row lower. These velocities are starred in
Fig. 3. Now the two-dimensional grid can be ordered in a one-dimensional
fashion as given by the K index in order to expedite vectorization.

With the exception of convection, most calulations are carried ocut
sequentially on each eta level looping through the K index as a single vector.
Because the presence of steps on a given level would seem to eliminate the
possibility of vectorization, an auxilliary three-dimensional array exists
which holds values of 1 for all points above ground and 0 for all points
below. Similarly because the cuter twc rows around the domain are excluded
from direct integration, a two-dimensiocnal array consisting of 0 in these rows
and 1 elsewhere is carried. Multiplying the equations by these topography and
boundary masks completely resolves the problem of vectorization through the
steps and outside the integration domain.



‘ l".‘l"_?_—,_;"#'_l‘—f——r*f:!ﬁ_ﬁ "‘_(_D\'\} ne e,agp -(1 5 re + —}:_" F = l;-I

-

e <
S
(

R fG//GLU‘nc‘

i | fm
r mpd OO rohs AT es

[w u.ser{ do sotaTe

[ s o \J/.r}(_'.c AL

;

Tane ‘J—"':F‘*:'L-D.’mr'w./ "./_C- -‘.44(»-

B e bk

[‘s?;{mﬁ

whers

_r I brnﬂa >4 f‘a—A« ]
S: N
Cos

he
+j()¢5€ —} < 5215_"(' gare

‘L'nL:é‘ ‘{’LP 5&L‘5Lr‘./’+ (tc" bt JF‘;‘\C“’LéD

= C"""\{Zi 1“-’}—‘”4\jl§,--—-

LV{“M

7 r\,?.j (d—‘?\./a(:f\ 9-17£J



cu--T-oou i Toues Toeo U

F.on Ver‘l-;(a-I Cress Sc’cl.‘o«\ c‘(: '1'—')18 e'l'a rﬁa:ﬂe! agb;'ﬁa.:'/\
w. t+h 5""6‘/,\ 1"0/)0\3{‘97014);_.‘



---------

J=JM
J=4 v
J=3

K
J=2 v
J=1 h

» .
v
K=14
h v
K=11
v
K=7 l
h vx
K=4

F.‘j. 3. De/:),‘g-}.’on 'a‘f‘ ~I—Le E Sm“i S)'\aw;‘nj re,¢+,'onsL:‘p
be+ween ‘ll'wo--o!e'm@ns:'OncLJ (I,T) annal ane-plimens,'ana/ (K)

I\n Ole)tfﬂj.



“6h7v0sCh8T

2.4 Specification of Topography and Initial Data

The elevation of each step mountain is arrived at through a method for
describing enhanced “"silhouette" topography. Equal values are assigned to
groups of four neighboring height points to aveoid the possibility of having a
single height point surrounded on all sides by mountains.

Consider Fig. 4 which shows a group of four adjacent height points.
Note that each of the grid squares is divided into four sub-boxes. Actual
surface elevations are read from archived data and the mean is found within
each sub-box. These means are represented by the Z's in Fig. 4. Now eight
intermediate quantities are determined by taking the maximum elevation aleng
each row and column of sub-boxes. Specifically,

Si=max(Zl1,22,23,2Z24)
SZ2=max(Z5,%26,%27,28)
33=max(29,210,211,212)
S4=max(Z13,214,215,216) (4)
SS=max(Z1,25,29,213)

S6=max (Z2,%26,7%10,7214)

S7=max (23,27,211,215)

$B8=max (Z4,%8,%12,7Z16)

The height of the step is simply the mean of these eight walues. The
archived data includes information of areal coverage of the water surface
which is necessary for specifying coastal points. The percentage of water
surface in each sub-box is found by summing the amcunts for each archive data
square within that box and the mean percentage is cbktained for all sixteen
sub-beoxes. If less than 50% of the entire step is covered by water, that step
is considered to be land and its elevation is that given above. If more than
50% of the step is covered by water then those four adjacent points are
defined as ocean or lake. The surface elevation of the water points ("sea™
peints in the code} is the mean of the values at the 16 sub-boxes. To avoid
special coding that would otherwise be needed rear the lateral boundaries, all
points are defined as ocean in the outer £ive rows.

+we

The final height of the model steps is taken to be the referance height
cf the interface that is nearest the previously defined elevation at each
height point. If this procedure has closed major mountain gaps at saddle
points that existed before discretization to reference heights then such gaps
are restored. The function 5, (Eq.(3b)) can now be determined and will remain
unchanged throughout the model integration since it depends only on the
reference atmesphere and the topography.

The initial conditions in the eta model are based on the initialialized
fields from the Regional Analysis and Forecast System (RAFS) which are on
.either mandatory pressure levels or the Nested Grid Model’s sigma levels.
Interpolation of height values from a pressure level h, to the eta surfaces n,
is done quadratically in In(p), i.e.,

Aln(p)*+Bln(p)+C=h, (5)

Eg. (5) is applied at three adjacent input pressure levels which are

nearest the model teopegsaphy. These three equations are solwved simultaneously

for A, B, and C. The model terrain height is then inserted into (5) to find
the surface pressure.
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To determine the heights of each interfacial eta level (solid surfaces
in Fig. 2), A, B, and C are found from three adjacent input pressure levels
around each given eta level. The difference of (5) at the middle pressure
level from (5) on the eta surface readily yields the desired height:

hy=h,,+Alin(p,)’ ~1n(p,)"}+ B{in(p,)-In(p,)) (6)

where p, is the middle of the three input pressure levels. Given the heights
at all eta levels, the temperature at each midlayer peoint is found from the
finite-difference form of the hypsometric equation. Initial specific

humidities at the midlayer points are determined in a manner analogous to that
used for the heights.

The winds at each midlayer velocity point are obtained through linear
interxpolation in In(p). Letting p, be the input pressure level immediately
below the desired eta level, then:

= S —
Up=U,, (uPH “m)

In(pl)_ln(pﬂ) > (7)

1H(PL)“1H(PL-J

and similarly for v.
See Section 5 for specification of the boundary values.

The sea surface temperature ({SST) and snow/ice cover (SI) are taken from
the initial guess file. S5S8T‘s remain constant throughout the forecast. The
snow cover is initially given as either present (1) or absent (0) so an actual
depth must be assigned arbitrarily. The formula used on land points is

514w=3 (S1,4) sing (8)

where ¢ is the geodetic latitude. The snow depth thus varies with latitiude
to a maximum of 3 m at the pole. Over sea points, the ice depth is set to 1

m. The values of the "underground potential temperature” (TG) are also
constant in time and are given by .

TG=258.15+30 cos¢+gz,,/3333. (9)

and thus varies from 288.15K to 258.15K between the equator and the pole with
a modification for terrain height. The s0il moisture is taken from a global
monthly climatclogy file and a maximum of 0.1125 m is imposed. Initial albedo
is read from a global seasonal climatology file.



3 Numerical Methods

3.1 Model Variables and Predictive Equations

The fundamental quantities predicted are the difference between surface
pressure and that at the top of the domain (PD), temperature (T}, specific
humidity (g), and the u and v components of the wind. A sixth,
three-dimensional field, the turbulent kinetic energy (Q2), is also predicted
for use in the turbulent exchange routines described in Section 4.1. Other
evolving fields associated with the surface include accumulated precipitation,
soil moisture, albedo, and surface potential temperature.

The complete set of prognostic equations for the fundamental variables is

as follows:
2l (Sl oD —+— o (dp._.
— == + b —= + — | =
6t(anv) ! (anvv) an(annv)+

g \IEXT +V,8+=—29, p+F |~ 0 (10a)

dT_xTw, .., g 2R Op_

— 0 b
dt p c,on a7y (106)
o —~R T,
_¢= d V_p CIOC)
on D 9n
1 2Dy (ap;) a(ap.
— T+ — |+ -] — =
ns ot T \9p an\an " 0 thead
aps/c f’?s (ap—’)
—t = v a =t
31 Tt 7]V drn (10e)
.Op 7 3P e fn (ap_.)
TEe-——"_ v =V |d 0
”an n. Tt .V nV 7 (10 /)
dq . .
— =+ =S
i q (10g)

In the equations above,



F represents frictional and turbulent effects on the velocity,
¢ is the geopotential w=Ry/c,

R is the net vertical radiative flux

T  represents turbulent effects on the temperature

g~ represents turbulent effects on specific humidity

S r1epresents sources and sinks of water vapor.

The eta mecdel uses the split-explicit approach (Gadd, 1978) in integrating
the equaticens in (10) separating the adjustment processes from the advection.
The fundamental time step in the model is that for the adjustment, 4t., , and

currently equals 240 s. Advection and physical processes are calculated at
integral multiples of 4ty

3.2 Adjustment Stage

In essence, the semi-staggered E grid is a superposition of two staggered
C grids. When only the adjustment terms in the equations of motion and
continuity are considered it may be shown that two large scale solutions from
each C grid may exist independently and a noisy total sclution results. When
Coriolis and advection terms are included, these gravity wave solutions may
interact in a manner that is physically unrealistic. Rather than filter this
small scale noise, the eta model employs the forward-backward scheme modified
to prevent gravity wave separation in describing the adjustment stage
{(Mesinger, 1973; Mesinger and Arakawa, 1976; Janjic, 1979). The unmodified
forward-backward scheme is illustrated in the following difference equations:

L =" — ity P (1la)
o™ =0t = Aty P! (118)
LM ap_. n )
n+l [ -
PD™'=PD _{;v”'ﬁvm Mg (11¢)

where P, and P, are the components of the pressure gradient force and LM is the
lowest predictive level above the surface. Note that the mass field is
determined using a forward time difference while the velocity components are
cbtained using a backward time difference. The stability criterion for the
scheme allows a doubling of the time step compared to an analogous leapfrog
setup and no computational meode is precduced.

ﬁ Fr—the adjustment—reubino, valogity-components—are—determined £irse which

-mears—the-—pressure—gradient—ds-needed. The form of the pressure gradient was

( developed to achieve consistency with the advection scheme of the model
(Mesinger and Janjic, 1987) and the compoenents are given by

N:"'\U szii.u’s e{: £ ave t:ﬂé’+€.—’m -'\Pd’ -(r.rsf"

'O weoad. Ccmpcnyn‘h e uﬂ"{“-“Lf"’t el g ”‘PS
SESuve 3faifen+3 oF the new mass Fretd.,



-1 1 o ~ v - 5 e
P~ 2Ax{3[6 7 -T,8" +(RT7py" 6.0 —(RI7p)Y 6,0 |

2 1 =y
+§ [dp ax'd’

. Ap7 5y.¢"'] (12a)
D

+g:_l—[m" (RT/p) 6, p° —dp7 (RT7p)’ 6y.px‘]}
3dp*

-1 - K . e
2 1 X ¥ —r it
+§@y[ﬂp 5.7 <7D 6,9 | (12b)

+2 L [Fp"(RT75Y 6,5 +Z0° CRITBY 6,5" )
3Ap”

where J4dp represents the pressure depth of a given eta layer. The overbars
indicate two-point averaging in the specified direction while 6,. and &,. demnote
differencing between adjacent values along the indicated dlrectlon The
weights of 1/3 and 2/3 arise from the fact that sides of a grid box are nearer
the center than are the vertices. P, and P, are defined at velocity points.

The Coriolis and curvature terms , f= 2091n¢+(u/a]tan§, are now added to
(1la) and (llb) in an implicit fashion.

utl = ut e f AL, (0 e um) 72 - AL, P (13a)
v =0t~ fat g (ut s ut) 2 A P (130)
Eqg. (13b) is now substituted inte »' in {13a) and Eg. (13a) is substituted
into «"' in (13b). When «*' and »' are isolated, the result is
u = [uM(1=F?)+2Fu = F At Py - At Po /[ 1+ F2] (l4a)
™t = [o(1-F2)=2Ful+ Fat P2 ' = 2ty P21 /[ 1 + F2] (14b)
where p
= .SfAtud‘r

If the auxiliary variables UP and VP are introduced

UE=u=Fulf= A, P (15a)



VP=y"—Fu"-4t P53 (1Sb)

then {l4a) and (1l4b) may be rewritten

u™l'=(F VP+UP)/(1+F? (16a)

v l=VP-Fu' (16b)

These unmodified wind components are used in calculating the divergence.
Mass flux along both sets of axes is needed and Fig. 5 shows the relationship
between the different wvelocity components at a velocity point. The u

contribution to v’is negative since u>0 produces a component aleong the
PR
-y axis.

The divergence appearing in the summation in (11l¢) and defined at each
height peint is given by

Z Z
1 1 3 -
o1V =01V i s N0, (BB 4 9) 0, (37 yox )]

%(m){%[w"my%m-[ﬁ”i—wwvdﬂ”']} (17

The gquantity on the RHS of (17) weighted by 1/3 is the mass.flux
divergence along the x and y axes while the quantity weighted by 2/3 is the
flux divergence along the x' and y' axes. Note that mass is conserved in (17)
since each term is in the form of an exact differential.

’ At
The £+@al term in (17) which suppresses gravity wave noise essentially

involves differencing the divergence of the pressure gradient force at each
height point. Let

P,=06.¢+(RT7/p) 6,.p and P,.=06,6+(RT7/p)’ 6,.p
If, I1=6,.FP, .+ Gy,fx. over each velocity point,
then the correction added to (17) is
DIV ., ==0.5p*(TT*-T17) : (18)
where

88w (4x) 5+ (4y)7]

* — 19
e 44t Axdy (19)
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and w=0.25 (see Janjic, 1979) and 4x,, is the minimum value of 4x on the grid.
The correction term maintains mass conservation since whenever 7 is added at

a given velccity point in calculating DIV at a given height point, the same 7
will be subtracted whea an adjacent height point on a different row is

considered. To maintain mass ceonservation with internal boundaries present,
values cf 7 are set equal to zero at all velocity points located at the sides
of mountains. Similarly, to conserve mass at the lateral boundaries, 7 is

set to zero at wvelocity points along the outermost row of the integration
domain (third row from the physical boundary; see Section 5).

After each adjustment time step éﬁr:ng—e¥e~£¢rst—niﬂe—houfshoé—
—“Ategratden, the divergent part of the wind is suppressed. Define the
variables DDMPU and DDMPV at each velocity point

DDMPU =CODAMP ACDT/Ax (20a)
DDMPV =CODAMP ACDT /Ay (20b)

where
ACDT =COAC At [4ax2 +Ay?], CODAMP =150 and COAC=0.04

The wind i1s then modified by the relations

Upey = U+ (6, DIV )DDMPU /(27D %) (21a)

u,mw=vold+(6yDIV]DDMPV/(2A_§’) (21b)
Divergen dampi in ased r the eral undariss by multiplying
DDMPU DDMP¥ by n’%ﬁg ourér five ws of cicn‘tla-‘j.}e

A final process described in the adjustment stage is that of adiabatic
temperature change asscociated with the evolving mass field. The second term
in (10b) is the so-called wa term and involves the substantial derivative of
pressure. The tendency of temperature due to the wa term may be written as

3 (7 Lo (357 o 2

where the bracketed cuantity is w.

First the horizontal portion of (22) is computed. Consider the following
quantities defined at wvelocity points:



TEW = Ap*udy|RT7p" 6.-p '—RT'/pyay.p"'] (23a)
TNS-dp’vax|RT7p" o, P’ " “RT7p 6,5 | (23b)
TNE=[Z2p*'6,.p||udy+vd=" ||[RT7p" ] (23C)
TSE={4p*6,.p|[~udy+~vdx" |[RT7p”" ] (23d)

These represent a flux form of [RT/p)¥ v,p on the east and west vertices,
the north and south vertices, the northeast and southwest sides, and the
northwest and southeast sides, respectively, of a grid box. (A grid box will
refer to a height point surrounded by four velocity points). The new
temperature at each height point on level L is then

= [1 ﬂ"‘qu‘Ns’)ﬁ(W*@m")J (24)

G Axé]yﬂ{ 3

Tn.+l =Tr1

For the vertical contribution of (22), consider the quantity SDIV defined
as folleows:

N ap__’ N
SDIV =) V. -—=V,4an=) DIV, (25)
N*s i an L=1

which is simply the sum of the mass flux divergence downward through N eta
layers. This integrated value for layer N is wvalid at the bottcm interface of
that layer at each height point. When N=LM in (25), the surface pressure
tendency in (10e) is obtained. Knowing 3p../3t then 5 at the layer interfaces
1s determined at each height peint from {10f} with n at the top and bottom of
the domain equal to zero.

The updated value of temperature at level L due to divergence is

Tolw T o,s(mm”/cp)(RT/p)[SDIVN_ﬁSDIV’WJ (26)
2 2

This assumes that SDIV at the upper boundary is zero.

3.3 Advection Stage

Both horizontal and vertical advection use a time step twice that
of the adjustment stage thus 4t =241, -



3.3.1 Vertical Advection

The Euler-backward time scheme 1s used. All guantities except g employ
a centered difference in space.

First consider the temperature., The preliminary forward guess at level
L is given by

O 5‘Atad'u

T*, =T}~ A—m[[n,] T:)ﬁh;(TZ—TE-l)m_J (27)

Recall that # is evaluated on layer interfaces thus 7, refers to the value on
the interface between layers (or midlevels) L and L+1! The final backward
step is

0.5t aq,

T =T =
L

[(T*L+1‘T*L)ﬁh1+(T*L_Twﬂ-JﬁLJ} (28)
2 2

The turbulent kinetic energy (Q2) is another prognostic variable that
is advected (see Section 4.1 for a description of Q2). It is defined at
height points on the layer interfaces and i1s zero at the upper boundary and at
the ground. The wvertical advection of Q2 is given by

Q2*L+£=Q2:+£—O.25Atadu[(Q2:+3 )(77 . )/rﬂnm
+(Q2:+' )(n ' )/AUL] (29a)
Q2RH Q2 O'QSA%mi(QQ* ‘Q2* )(U . )/dnul
+(‘Q2*U1“QQ*L_I)(T'?“?’.?L-‘)M”L] (29b)

The vertical advection of the velocity components is identical to that of
the previous scalar quantities except that masses and vertical velocities,
both defined at height points, must be averaged over velocity points. The
guantity PDSL is the estimate of the pressure at »~1 {(mean sea level) at each
height point and is obtained by dividing PD by 5, and adding pr. The initial
forward guess for the u and v compeonents at level L is thus

] ; ﬂzd L n .' 2 S n o e *
::*L=ui——— - |:{ril,l ul}-lkr;“ FDEI,J +Li_aL—uL‘_,j(I]rr lPLi'bf'_J ] (30a)

Bl=

FOSL*
n 0.54t,,, e Fraklie y _— el IR
u*;u;W[(um—uJ n“%PDSLj +(UL—UL_1)H_%PDSLJ } (30b)
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and the backward step gives

+ n O'Sdta v ’ \ = i
% l=ui_mL_f[(u*“l_U*L)LI‘TL-%F‘DSLJ w(u*,—ut,) N, 1PDSL Jma)

. 0.54t., : — Y : y
oy e (u*,,l—u*L)k r?h.iFD::f,J L T T P | \PDSL (31b)

The vertical advection of specific humidity is handled in a slightly
different manner since it was determined that the vertical transport of
moisture is described somewhat more accurately with an upstream spatial
differencing. The forward guess is

R 'Sﬂtadu

Q*L=<¥L_‘i55:ﬁ{[l_{u1m)(qgn"qz)ﬁanz+(l+ib1m)(qz_qzq)ﬁL—u2} (32)

where {(=3/]79]l.

A check is now made to preclude the appearance of negative moisture.
Define TQA and TQB as follows:

TQA,= ‘Sdtadu(l _'{Ln/z)(q*ul _q*f_)r}uwz (33a)
_TQBL=-Sﬁtmw(l+fbd/ﬂ(q*L“q*Lﬂ)ﬁL-uz“fzﬂ (33b)
TQB,=0
The standard backward step yielding oi' is
qi''=qi-(TQA,+TQB,)/ 4n, (34)

To insure that ¢! is always greater than e(=107%) , the quantity TQA’ is
introduced:

TQA ,=TQA,, q"'>e (35a)

TQA ,=(e-q})/4n,-TQB,, qi '<e (35b)

The amount Of moisture created at this point is carried by £=TQA -TQA.
In order to conserve g, §{ must eventually be subtracted from the domain and is
simply taken from the layer below as seen in (33b). Thus, the actual final
backward step in the wvertical advection of g is,

n+ 1

gt =q}~(TQA",+TQB,)/4n, (36)

3.3.2 Horizontal Advection

Janjic’s (1984) horizontal advection scheme is used in conjunction with
a modified Buler-backward time scheme. The modification i1s that the trial
forward step is for J2/2 of an advective time step when considering
non-momentum quantities. The result of this forward step is then used as the
middle value in a centered difference to obtain the value at n+l. 1In

14



calculating the velccity ccmponents, the forward step is for precisely half an
advective time step. This variation results in significantly less damping
than occurs in the normal Euler-backward Scheme;4;r nanvr{5h6n+th quA+ﬁ*fﬂs and
ne e M}&‘-m"J ‘Fo.r M6 AT W e -Cr."\/":ﬂ.unf':,.
For temperature the forward step at level L is

Atadu l x x — ¥
T,*=T"7- —[ u, AylAp,)"6,T7 } +{ v, dx(Ap, )76, T}
‘ ‘ V2AxAyAp, 3 { t y[ LJ : } { )9 }

2 x n z5
o [{ (u,dyvv, dx) (4p,)" 6, T} }

+[Fuidy+vi2x)" (8p. ) 6,T7 )1} (37)

Using T* as the temperature at the midpoint of the full advection time step,
the new value at n+l is

Atadu l

{ g[{uLAy[ApL].xﬁxT*L}x+ {ULAx[ApﬂyﬁyT"?L}y]

R+l __ n
TL “‘TL

_AxAyApL

2 ~ = x”
+§[{[U_L.ﬂy+u,_4]xjy (4p;) 6x-T*L}

+{[ u,ﬂy+ut§xj*iﬂ;h]?br?”j } 1} {(38)

Specific humidity is handled precisely the same as the temperature.

Since turbulent energy is defined on layer interfacés while the velocity is
at midlayers, an additional vertical averaging is necessary for horizontal
advection of Q2. Let ADQ2A and ADQ2B represent the advection of Q2 by the
veleocity fields immediately above and below, respectively, with Q2A and Q2B
being the resulting turbulent energies after the forward guess.

At 4q, 1 x n i A 7
ADQ2A* = : {{(ulﬁyldpli 6,Q2L+1) +(viﬂx{dpJ’<5yQ2Z+1) }
2 . 2

~ J24xAy4p,

L

2 : o T
+§[{(U.L£]y+v1£]xjy [APLJ 6X.Q2L+l}
2

a5 a7 @) 6, 020,) 1 (39@)

L+

M~



i Bl T AN R o (Zpa)76,02" . |
ADQ?B*L+;-"m{ﬁ[(““"‘““*’m] .02}, ) +{ 14517 ‘5v‘921-;)]
2 y’_ o F n l]X'
+§f{[uz+lﬂy+vz+1ﬂxj (4p.a) ax'Q2L+‘§f
| x” ¥ n .\I.-.
A U8y 0 4x) (@Pei) 6,027, ) 1) (39b)

Q2A*,,=Q2" ,+ ADQ2A* , (40a)
2 2 2

Q2B* ,=Q2",+ADQ2B* , (40b)
2 2 2

The centered step vields

At 1 . ]
r+l adv x 5 2 *
ADQMJ‘A—MWL{é[(“L‘*y(ﬁpJ 5.024% 1| +(viax(@B)'6,024%,,] |

+%[{[Uzdy"'Ulﬂx)r(APL)X“?’:‘QQA*IA}
2

+{(—uidy+ulﬂx]r‘(Apzjy-ﬁy.QQA*bé} I (41a)

At 1 * 4
a+1 ady x y

4=

La | b3

[{[’iblil}”‘”rndxj?.lﬂpa-|J£Iﬁx'02ﬂ‘$i- }

Bl )=

y°

¥ {l_ub-ldy-"— UL+IAxe’[ApL+lJy'ay’QEA*L+%} 1y (410)

Q2™ =02" ,+0.5 (ADQ2A‘”: +ADQ2B"+11) (42)
L+5 L‘E L"‘i L+5
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The horizontal advection of the wind components is nearly identical to
that for T and g except that mass fluxes must be averaged over height points
and the layer masses must be averaged over velocity points. Define the
following auxiliary quantities:

vEw =(6,u,)((wdy)ZE7)°  UNS=(6,u,)([@%0, ] (43)

UNE - (6,4, (@@ +0:2%" 126 ")

Use=(s,u,) (Fudyvax @p: ))

VEW =(6,v,) (v dy)dp;)”  VNS={6,v,)((v.dx]dp])" (44)

vNE=(6,.0,)((uidy~v:2x" (Zp."))

VSE=(6,v,)((w;dy+0. 4% J(dp." ))

Note that UEW, UNS, VEW, and VNS are defined at the center of each grid
box, UNE and VNE are defined on the northwest side and USE and VSE are defined
on the southwest side of each bozx.

The trial forward step at level L is then

At au, 1 n 2 ¥ .
u*=u"——5!—~—~[~[UFL7’ +UONS?)+Z(UNE* +USE? )-} (45a)
24Ax Ay Ap*L3 3
At qay 1 . 2 20 90
U*=U”——d|:—[VEW +VNS?)+<(VNE* +VSE’ )} (45b)
24Ax Ay Ap? L3 3

and the final centered step is

+ n Ata u 1 x 2 x” 1
-y ———-i—[—(UEw* +UNS**)+=(UNE*F +USE*>’)} (46a)
AxAyAp*L 3 3 :
n+l n Atadu 1 x y 2 o 79
p* =yt 2 | (VEWE +UNS® )+ Z(VNE** + VSEXY) (46b)
Ax Ay Ap¥ 3 3

where the starred cuantities use the velocity components derived from (45a)
and (45b). Through algebraic manipulation of (46) with the continuity
equation, it can be shown that both momentum and kinetic energy are conserved
by this scheme.



3.3.3 Upstream Advection Near Boundaries

Because insufficient information is awvailable for the advection scheme
within the five outer rows of the domain’s horizontal boundaries, an upstream
scheme is used for points in the third, fourth, and fifth ocutermost rows {(no
predictien occurs in the outer two rows; see Section 5).

In the case of temperature, mean velocity components are found at the
height point in questicon by four—-point averaging the surrounding velocities
and thereby defining the means as

u=0.5(z"+u”) (47 a)
v =0.5(v"+v”) (47b)

The assumption is now made that the wind upstream of this height point is
the same as at the point itself thus the direction of the mean wind is
reversed and it is multiplied by half an advective time step to determine the
location from which advection needed to obtain the half time step values is
originating. Bilinear interpclation to this location from the four
surrounding points will yield the temperature at the height point after the
half time step advection has occurred. Using the updated wind and temperature
values, the procedure is repeated using the full advecticn time step. As was
done in the previous section, the first step is forward by (vZ/2)at.,, for the
non-momentum quantities.

Te see this procedure quantitatively, consider Fig. 6 which depicts the
central height point where T, is being predicted. The X shows the point from
which the upstream advection is e¢riginating. PP and QP are the distances from
Te te X along the x' and y’ axes, respectively, with the grid interval d
chosen as the unit distance. 7T, .7, and T, are the three temperatures which
complete the square surrounding X. The values of PP and QP are given by

Atcxdu ﬁ" —
PP=——— 0 Ay +0™ A 48
4Axﬁy[ Y+ ax] o
Atadu — -
Pe=——— -0 Ay +12™ 4 48b
C 4Axﬁy[ ¢ I x] ( )

Note that the 4 multiplying dx anddy represents the product of the
divisor, 2, of 4 and two 2 factors. The first {2 accounts for the unit
length along the primed axes and the second converts u and v to u’ and v’ as
seen in Fig. 5. Define the fellowing bilinear interpolating coefficients:

F0=1~PP-QP- (PP} {QF)

Fl=PP (1-0P) (49)
F2=QP (1-PP)

F3=(PP) {(QF)

For simplicity, the quantity FF=F0-1 will be used in the following
equations to avoid writing the explicit subtraction of each quantlty at the

zero location in Fig. 6. The initial forward guess in the time scheme is then
written as
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T*,=Te+20FF Tg+F1 T{+F2 T3+F3 T}] (50)

The initial forward step is done for T, g, and Q2 as well as the wvelocity
components which will be described below. With the new wind component
estimates, (48) and (49) are recalculated. Then the updated temperature at
level L near the boundaries is

To ' =TEwQ[FF*T*,+ F1*T* + FOXT%,+ F3*T*,] (1)

where the F* s indicate the recalculated values.

\\E“,ffé&h&@%ﬁwﬁmﬁmm&m;mgmﬁgwr%maabbwmmﬂe&ﬁwﬂa&m@mq&ﬂ-
occur—at—tire-stdes of—steps--as—weilas—-at—the—edge . of._the domain.. If
T,.Ts 0or Ty in Fig. 6 is submerged, realistic values must be used in their
place for the upstream algorithm to be used. Table 1 lists the wvarious
contingencies for submerged points.

The upstream advection of specific humidity is handled in precisely the
same manner as the temperature-exeep&—%ha%—va%ﬂes—eé-subﬂmu&ﬁﬁLgxyﬁﬂﬁ}ﬁuqu
zgxro .. The same averaging rationale previously described for the advection of
turbulent energy is alsc used for upstream advection. TLet ADQ2A and ADQZB
represent the advection of Q2 by the velocity field immediately above and
below level t+! on which Q2 resides and again let Q2A and Q2B represent the
resulting turbulent energy. Whereas all the F's in (49) were evaluated at

level L, those associliated with Q2B must now use values at level L+1. The
resulting forward guess is

ADQQA*“%=FFLQ2§+F1LQ2?+F21Q2;+F3LQ2§ (52a)
ADQZB*“%=FFL”Q23+F1“,Q2T+F2“1Q22+F3“1Q2§ (52b)
Q2A*h%=Q23+J§ADQ2A*“% (53a)
Q2B*h%=Q23+J§ADQ2B*“% (53b)

where the subscripts on 02 indicate the same locations on level i+ as for T in
Fig. 6.

Let ADQZA** and ADQ2B** represent the new values of advection calculated
in (52) using Q2A* and Q2B* in place of Q2 and with new F's taken from the
forward guess wind components. Then the final update of Q2 vyields

Q25" =Q25+ ADQ2A** + ADQ2B** (54)
2 2

The upstream advection of velocity is treated in the same manner except
that no averaglng is necessary to determine the advecting wind, i.e., each

component is advected by the total wind at its location. The 1nitial forward
step at level L is thus
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u*,=ul+ FFul+Flu’+ F2ul+ F3u® (55a)

U*O=U3+FFUS+F1UT+FQUZ+FBUE (S5b)
and the final centered step is

up't =ug+ 2(FF*u* + Flxu*, + F2%u*,+ F3*u*,) o)

up =yl 4 2(FF*u* o+ F1%u* + F2%y%,+ F3%p*,) (566)

As with -speeifis humidity—and-turbulent energy, submerged velocity
components needed with upstream advection are equal to zero.

3.4 Smoothing Specific Humidity

Negative specific humidities can occur in regions where g is very small
and/cr where large gradients o¢of g occur. If after the advection any n layer
contains g¢<-2 x 107kgkg™', smoothing is carried out on that layer such that

Qrea=qagd +.125 (62.(qmi)+82(ami (S7)

Smoothing is used rather than setting to zero to aveid anomalous sources
of moisture.

3.5 Horizontal Diffusion

After each adjustment time step a nonlinear fourth order diffusion is
applied to the temperature, specific humidity, and wind components in each eta
layer, The magnitude of the diffusion is proportional to the deformation and
the turbulent energy. Let DEFT and DEFS be defined at height points and
dencte the stretching and shearing deformation, respectively:

DEFT=6,u-6,u (o98a)
DEFS=6,u+b, v ‘ (58b)

The total deformation at lewvel I is modified by the turbulent energy to
yvield

M~

DEF={DEFT*+DEFS*+50, 0Q2,.,) (59)

56Q2
where 16<DEF<32,

The second order diffusive correction for temperature defined at height
points is given by
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_coc,ACDT 2 3 e
TDIF =2 (6 ,(DEF~'6,T)+6,(DEF”6,.T)) (60)

—_—

N where ACDT was defined in conjunction with Egq. (20) and ¢,-1.25. The diffusion
= H is increased arcund the lateral boundaries by setting ¢,~8 in the -f£iwe outer

/. _—Eeews while it equals 1 on the remzinder of the grid. The modified temperature
=2 then hecomes TH=T«ToIF, where the superscript denotes the result after second
)

o oy erdex smoothing. The process is now repeated to produce a new T with fourth
& ) arder diffusion:

e AT — :
‘ ;'_;‘I—'{I‘ﬁt_{ﬁ'gﬁ'x 6, TDIF)+6,(DEF?6,TDIF)} (61)
x Ay

Sy 2
[.1:‘=T( A

The diffusion of specific humidity is identical to that of temperature.

In order to calculate the diffusion of momentum, consider the quantities
UDIF and VDIF defined at velocity points:

¢, ACDT : vl

UDIF=A‘X—,M—,{5X.(DEF>‘ 6,.u)+6, . (DEF 6, .u)) (62a)
¢, ACDT , g ==

VDIF=W{6I.(D—FE Y'6,.0)+6,(DEF*6,.v)) (620)

The second order modifications are analogous to those for T. The final
values for u and v are then

e, A e

u® =y m{ax,[my'ax.UDfF)Jr5),,(“_DEF”’5,.UDIF)} (63a)

@ Ci1ACDT

v =y W{ax,(m‘y'ax.vpur%5y.(m"‘5y.vmp)} (63b)

If either term in any of the above differences involves an underground
wind component then the difference itself is set to zero. It may be shown
that the strength of this fourth order diffusion is proportional to the time
derivative of the second order diffusion.




4 Physical Parameterizations

—_

The eta model’s physical package describes turbulent exchange, large
scale and convective precipitation, surface processes, and radiation.
Turbulence and convection are called every four adjustment time steps while
iarge scale precipitation is called every two. Radiation is called every 30
adjustment time steps. The quantity 4t,., will equal 4 4t.,.

4,1 Turbulent Exchange

The process of turbulent transfer is described in the eta model by
applying Mellor-Yamada second order closure theory (Mellor and Yamada, 1974,
1982) which vields exchange coefficients used to calculate the heat, moisture,
and momentum exchange through model layer interfaces. Different "levels"™ of
the thecory are used in the lowest layer above the ground and in the free
atmosphere in all higher layers.

4.1.1 Exchange in the Free Atmosphere: Level 2.5

The so-called Level 2.5 of the heirarchy developed by Mellor and Yamada
involves not only the model variables which will undergo the transfer but also
a quantity called turbulent energy (Q2) defined as twice the turbulent kinetic
energy per unit mass. Predicting this quantity is the fundamental problem in
finding the exchange coefficients. The prognostic equation for Q2 is

202 .3Q2 3 2Q2
— = -V-V,Q2-1 m7+52(l Q Sq—§;)+2(PS+Pb—€) . (64)

The first two terms on the right hand side of (64) are the advection, the
E&}rd term iz the diffusion, and the last terms are the production /
dissipation.A Each of these three processes is calculated separately in a
v split fashion. The advection of Q2 was already described in Section 3.3.

Recall that Q2 is defined at the layer interfaces since exchange takes
place there. Initially Q2 is assigned a value of 107'm%/s* everywhere except at
the top of the domain, at the earth’s surface, and on the outermost row where
it is set to zero throughout the forecast.

To find the production/dissipation of Q2, a variety of other gquantities
must first be calculated. The principal length scale ! is found from

l lo k ZI.-*%
| -_—
The zu¢ﬁ+f¥7 Q_Em +¥f ik :JJL+1§ + g
l:%,(-us,‘c.-\ Jt"erm LS f‘(cua’

L CQl)@

(65a)



!
a Z(EZ@’Q_APL

L=LM

ly= . 1,90 m (65b)

5:(@?4}31 -

I=LM
where:
k is the von Karman constant (0.4),

a=0.1, =z is the altitude above the ground,

dp, is the pressure depth of n layer L,

—— 77"‘;
LM is the lowest midlayer level above the groundr:and 2)

The bars over z and Q indicate wvertical means for layer L since these
variables are defined only at the top and bottom of each layer.

[SETe

All subsequent auxiliary quantities regarding 02 will be defined at height
points on layer interfaces. Define GH and GM such that

2

CH = ) g% (66a)
L+? th o0z
s i ou? ov\?
GM =] = (—)+(—J (66b)
L+3 Q. 0z oz
: :

where: 2
B=3.67x107% , g is 9.8 and 6, is the virtual potential temperature.
— ik
GH is not allowed to exceed 0.032 while GM may not exceed OAeiwﬁin.

Bearing in mind that u, v, and 8, are carried at midlayers, their derivatives
-in (66a) and (66b) are

o(u,v) . (u,v)P” - (u,v)f, (62a)

oz Zz -z

1-3 L+

aeuzeu‘suu
3z =z .-z
2

MW

(62b)

Before (67b) is used, the 6, field is smoothed according to:

O,(new)=6,(old)+0.125 { 62.(6,(0td) } + 62.(6,(0la) )} (68)

Now the quantities SH and SM must be found by simultanecus solution of
the following relations:



SM{6A A, GM]+SH[1-3A,B, GH-12A,A, GH]= A, (69)

SM[1+6A} GM-9A,A, CH|-SH [1247 GH+9A, A, GH]|=4,(1-3C,)

where

A, =.92 , B,=16.6 , A,=0.74 , B,=10.1, C,=0.08.

Through manipulation of equations described by Mellor and Yamada, the
production / dissipation term can be written

3
P5+Pb—e=%~{3M GM+SH GH -B') (70)

Expressing the left hand side of (70) as the finite difference time
change of Q2, using the fact that o(Q2/2)/3t~QeQs3t, and using Q at time n+l on
the right hand side of (70), then it follows that

X At hy n+13)2 n+ n
Qi) Qi wafy FunO (71)

where X represents the bracketed terms in {70). Eg.(71) is a siﬁple quadratic
ecquation which is solved for o*':

1

. ] 4X At , 0"\
inz_i_}_z?__{ 1_(1_____7E29.) \ (72)
phy

The negative square root is taken in (72) since the positive root yields an
un-physical computational solution. Eg.({(72) is solved at each layer interface
below the top of the domain and above the surface.

Now 02 will be updated with the diffusion term in (64). The prognostic
equation is cast into finite difference form as follows:

02y1-02:, 02y 4-02y"
2 2
__ { L n
4t z -z, ( 1904 L+;QL+;)

phy =L
L z

s (73)

where $,-0.2. Note that the pseudo-implicit form of (73) is analogous to that
used in the Dufort-Frankel scheme. With some algebra, (73) is solved for Q2%
to give

02" (+F1 Q2" ,+F2 Q2" 4
L+3 L-E L+

2n+l= 2
Q L+ { 1+F1+F2 y

(74)



where

F SR L
Fl=F3 —_— (75a)
L 9=z
L_i Lz i
L+;QL+’ 1 £L+SQZ+§
F2=F3 - (75b)
Z 12—z
L+= L+=
2
iy S
F3=—*2=2 (75¢)
zL_% zl+g
02 has now been fully updated according to (64) and is constrained to be
no greater than 10°(mss)!, ‘Before Proceeding, the field is smoothed:
Q2(new)=Q2(old)+.125 {5§(Qz(ozd))+aj(Q2(ozd))} (76)

The final step is to evaluate the exchange coefficients and apply them to
the mixing of model variables. The formulas for the heat and momentum
exchange coefficients, respectively, are

KH =1 ,Q \SH , (77 a)
[+5 L+5 1«5

L+5

KM =1 .0 ,SM |, (77b)
I_+§ L+ 5

Ry =
& 2 2

The wvalue of Q has changed since Iy, SH, and SM were first calculated 50
the latter are now re—evaluated using (65), (66) , (67), anad (69) before
finding KH and KM which are not allowed to exceed 10°mirss Or to be negative,

The turbulent exchange is then

ace.q>=gi(pma(e.q)) (78a)
ot poz oz

(78b)

T 0oz oz

o(u, a 2(u,
(u,v) 1 (pKﬂJ (u U))
ot poz

where p is the air density. The same strategy is used to solve these
equations as was used in {73) to handle the diffusion of Q2. Bas an example,
consider the finite difference form of (78a) for potential temperature:

ha
LA



en*l_en 1 51'1_91 |
TR N
i PL(ZL.“ZU'_) N7 T
62+1_9:+1
- +p,. |KH — {79
(PL 2] 1) Lo} Z, 1%, b )

Selving for e yields

n+1

p, 01+ F1 07 ,+F2 0L,

80
: 0, +F1 +F2 (80)
where
F3 (PL-(+PL)K}fb1
Fl= — : (8la)
s ek .
F3 [PL+r+PL)Kff“1
F2= (81b)
Z 11— Z
-z Le:
At
F3= - (8lc)
Z 1—Z 1
=3  I*3

For specific humidity, g simply replaces @ in (79) and (80).

Calculating the mixing of the wind components is precisely analogous to
that for o and g except that KM replaces KH and since p (through the pressure,
temperature, and specific humidity), z, and KM are calculated at height
points, they must first be four-point averaged over velocity points.
Underground values of p and T are set at 107 kg m™ and 100°K, respectively.
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4.1.2 Exchange at the Surface: Level 2

At the ground and sea surface, a sinmplifying assumption is made to
Level 2.5, namely that the local derivative, advection, and diffusion of Q2 in
(64) are zero. In other words, the production and dissipation of turbulent
energy are balanced. The stability of the surface layer as reflected by the

gradient Richardson number (R,) is the primary factor which will determine
mixing.

R, is defined by

gRAG Az

R
Alu*+u?)

]

(82)

Since the exchange will take place between the lowest midlayer predictive
medel level and the ground or ocean, the depth of this interval is needed as
are surface boundary values for 6,, v and v. At the lower boundary, the wind
components are always zero thus the denominator of (82) is simply v+ and

must lie between .0001 and 2500 (m/s)’. The virtual potential temperature is
given by

0,=6,,[1+0.61 q,, (WET/WFC)] (83)

where g¢.., is the saturation specific humidity given the temperature of and
pressure at the surface. WET is the soil moisture and WEC is the maximum
value of soil moisture (0.1125 m). Over the ocean, WET/WFC is always 1.

To find the depth of the model’s lowest half-layer through which exchange
will occur, ome must account for the logarithmic profile that is assumed for a
quantity £ below the critical level of z.(=2m): f«/+Cln(z/2,), where z, is the
roughness length. From z up to the lowest midlayer eta level, the profiles
are assumed to be linear: f=A+Bz. If both zero and first order continuity of
these two profiles exists at z,, then A, B, and C for each f can be found in
terms of known guantities:

A=fiu—Bz,y (84a)
C=8Bz, (84b)
.fﬁﬁf-f‘“

(84¢)

ZLH+%|.IF1_(1J:-:D}— 1 |

(22)

where LM déggfé; the lowest midlayer point above the surface. The quantity 4=
needed in | is seen to be the denominator in (84c). However, the roughness
length is still unknecwn. Currently the model uses z=0.1+10%%,,, over land (4.,
is the surface geopotential) and Charnock’s relation over water:

a 2 -1 k"I}‘cI
Zg=|— |u. where a= 0.016m  and S
g



Using the relations in (84) and the fact that V. -A+Bz,, then

2 klzg I;:i.z (85)
plm =
1;Ly4-zﬁin[zrfzg]—l1?

e

The value of z, used in (85) is that from the previcus time step. The
initial wvalue of =z,, over the cocean is assumed to be 10@®m and is never allowed
to be less than 107*m.

Once z, is updated (over ocean) then 4z can be found everywhere and R, is

evaluated from (82). Now define r as follows:
AR (86a)
= a
1 -R;
1
R,=O.664[Ri+O.l765~(R?“O.Sl?SRi+0.0312V} (86b)

where R, is the flux Richardson number which is constrained to be no less than
-0.38. The auxiliary stability functions SH and SM are given by

SH=34,(y,-7,7) (87a)
34 -y,T -C,-(6A4,+3A4,)rBY'
SU = 1(?1 Y2 )LYI_ 1 ( 1_1 2) 1 ] (87b)
Y1— Y[ +3A, B
where
1 .
‘y1=§-—2AIB,l (88a)
72=(Bz+6AW)BI! (886)
and A, , B, , A, , B, , and C, are the same as in Level 2.5.

If R, ever exceeds 0.19, stability is too great for turbulent exchange to
occur, so R, is set back to 0.19 and SH and SM are set to zero. Finally the
actual stability functions are

ST

SH=(B,(1-R,)SM)'sH (89a)
1
SM=(B,(1-R,)SM)’sS1 (89b)
which lead to the surface exchange coefficients
by 1o H . 5 13 40
KHS =- "".=—-—{ (@) +(32) ) (BSa)

2 2 % ?0
KMS = 4ﬂ§._{ (@) +6) ) (B&b)
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The length scale at the top of the lowest layer, {,,1r is divided by four
in {90) to approximate the length scale midway between fhe surface and level
LM. Since (90b) gives the momentum coefficients over height points, KMS must
be four-point averaged over velocity points before it is used.

Vertical mixing will be evaluated precisely as in (79) except now the
exchange coefficlent at the bottom of the layer is the surface value while at
the top it is calculated from Level 2.5. Thus for potential temperature

9::1;1] - 0%u 1 B L1 _GIL*]
=— [(pm-l"'pmJKHm-l = =
phy 0 (z e ) g2 Ee
LM LM-% sfc 5
n+1_6n
LM sfc
_(pLM-;-pslc)KHS z_ = ] (91)

where p., 15 the air density at the surface. For specific humidity, the soil
moisture ratio must be included:

. ) n n+
=gt 1 Jiu-1~-91u
At = [(qu—1+pLMJKH1M—1 2, 3-Z..
phy pl“(zLM—l‘zsf:) 2 LM-5 sfe
2
WETY aiv'-ql.
_ + KHS e
(pm Psfc) (L./FC) Z 1T Zege ] )
2

B

The finite difference equations for the u and v components of the wind are
identical to (91) except KM and KMS replace KH and KHS. Again the exchange
coefficients and air density must be four-point averaged over velocity points.

The solutions for the updated model variables in the lowest layer are then

@i+ F1 87, ,+F2 o7,
62L1=PLM LM Lid-1 I (93a)
Pyt Fl+F2

net Pie@in+Fl qly- vp F2 qb,
QLul _ P9 LM-1 d sy (93b)
Pyt F1+F2

Piv Ulu+F3 ufy.
UinisEr——— (93c)
P+ F3+F4

=!_)H' v+ F3 vl
oL+ F3+F4

(93d)



whare

S K G o
Fl= ~ :
zw-g Zsfe
/
Fo= FS KHS L/Ou C_)
Zm;%_zsﬂ
FS KM:":'r N (—*—“ N
u-1 tp 00
F3= M- /J_,“l
zLu-gﬁ sfe
—_— —y &y
ra_FS KMS *Q%M+pﬂﬁg
Zm-é_zsfc
F5=_ Aty
zw-énzﬂc

u=WET/WFC

(94a)

(94b)

(89¢)

(94d)
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4.2 Precipitatiocn

Both large scale and convective rainfall are describad.

4.2.1 Large Scale Precipitation

The standard rationale is used in calculating this quantity. 95
Condensation is assumed to occur if the relative humidity is greater than £3%
and is summed layer by layer downward from the top. If a layer is
subsaturated (RH<28%), the water is evaporated until the layer becomes
saturated. Corzesponding changes in temperature and specific humidity
resulting froms/the phase change are calculated.

95
4.2.2 Convective Precipitation

The eta model uses the method suggested by Betts (1986) to determine
convective rainfall. This appreoach involves construction cof so-called
reference profiles of temperature and specific humidity over each relevant
height point, then relaxing the ambient profiles toward them. Because the
nature of the reference profiles is based on numerous ckservations, the
procedure ensures that the atmosphere will adjust toward a realistic state.
The new T and g at each level after adjustment are given by

tphy
T(new)=T(old)+— [T,.,-T(old)] (95a)
At
g(rew)=q(old)+="[q,,, - q(old)] (95b)
with ¢ (=3000 s) being the relaxation time.

Before the routine is used, two lookup tables are generated. One is
called PTBL and yields saturation point pressure (PSP) given the potential
temperature and specific humidity while the other, TTBL, is of the temperature
given the saturation equivalent potential temperature 8, and the pressure.

The former table is used tc locate cloud base and the latter is used to £ind
temperatures within the cloud. The motivation for using such tables is simply
to avoid repeatedly calculating the exponentials needed in the Clau-
sius-Clapeyron equation thereby saving considerable CPU time.

The first step is to determine fundamental characteristics of any
convective clouds present. The three lowest model levels above the surface
& Scarched dudgthe one with the greatest 6, 1s assumed te¢ coincide with
cloud base, whereupon, 8. 8,, and PSP (from PTBL) are retained for that level.
Knowing 8;, and the ambient vertical pressure structure, the temperature of a
parcel, as it is lifted meist adiabatically above cloud base, is found (from
TTBL) . If the parcel temperature is warmer, or fewer than 3°X cooler, than
the environment at a given level, then it is considered buoyant and proceeds
te move up to the next level. Once the parcel temperature at a level becomes
more than 3°K cooler than the environment, the cloud top is chesen as the
level kelow.

1
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The vertical extent of the cloud is the criterion used for choosing the
type of convection and thus the nature of the reference profiles. If the
¢loud rises five or more levels above cloud base, then deep convection will
occur. Shallow convection is assumed if the cloud rises thkéé-ox four levels.
Convection is skipped if a cloud rises fewer than +hree levels.

o Tws
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4.2.2.1 Shallow Convection Profiles

Based on observational evidence, Betts concludes that the lapse rate
within shallow cumuli is similar to a mixing line derived by mixing air above
+he capping inversion with that in the subeloud layer. This fact is used to
construct a first guess to the reference profiles. For shallow convection,
the cloud top is raised one level higher to allow partial mixing above the
previously defined cloud top.

Let LTOP and LBOT dencote the model levels of cloud top and bottom,
respectively. The slope, M, of the mixing line is found from

9LT0P"9LBOT

M=— i
PSPLMP_PSPLMT

(96)

Assuming that—the—temperaturs—in—tle two—ltewast—cloudlevels-—will not be.
shanged-by—the-adiustment—and that the lapse rate of the reference profile at
higher levels is 0.8 times that of the mixing line, then the first guess
reference temperature prcfile below cloud top is given by

Tﬁil=(APELy][TSAh1 APE; +0.8 M'(pL_PU+J] (97)

where the superscript (1) refers to the first guess and

10% "
APE=(— .
P
T., at the lowest two levels of the cloud are equal to the ambient

temperature. The reference temperature for the cloud top is modified for the
capping inversion such that

' -1
TE:},LT0P= (APELTOP) [TE:},LTOPH APELT0P+1

PSPLTOP+2_P3PLTOP
+1.1 = =

- S 1)(0-8 M)(pLTOP_pLTOP+l)] (98)
Prrorst — PrToP

The first guess specific humidity profile is determined by cheoosing a
subsaturation pressure value, DSP, which will correspond to the profile. The
value currently used is -4000 Pa. Thus at each cloud level above the lowest
two, T., and p,.{~p,+DSF) are inverted to yield g,,. The formula used to invert
these wvalues is that of the saturation specific humidity:

PQO T4}, APE,- A3 APE,,
Do exp| A2 | et o nt
" Dsa,1 TY)L APE;~ A4 APE .,

(99)

where:

s L4
PQ0O=379.90516, A2=17.269388, A3=273.15, A4=35.86, and APESmJE( LS )

sal, L

Corrections must now be applied to the first guess profiles to satisfy the
constraints

Lad
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Pror
f ¢(T,-T)dp=0 (100a)
P

BoT

Pror 2
[ L@ -a)ap=0 (1000)
P

BoT

where L, is the latent heat of vaporization. CQualitatively, (100a) and {(100b)
state that the vertically integrated sensible heat and moist static energy
will not change during the adjustment process. Note that (100b} infers that
no net condensation/evaporation can occur in a column due to shallow
convection. The process simply redistributes heat and moisture vertically.
The corrections added to (97), (98), and (99) mere—thamrtwo—devels-above cloud-
-pase- to obtain the final profiles are thus

LToP

[TL"T:(-:}.L](AU)L

= L=1BOT ik

L7oP (101a)
(4n),
L=150T =
(TOP
!
> lar—at).]cany,
L= [FOT am
Ag=— T (101b)
(4n),

L=1LEOT AR



4.2.2.2 Deep Convection Profiles

In constructing the first guess profites for deep convection, three
fundamental points in the cloud are used: the base, the ambient freezing level
(L0), and the top. Betts shows that in deep cumuli the lapse rate below the
freezing level is slightly less stable than moist adiabatic, i.e., the
magnitude of #6/3p along a reference profile is less than 26/3p along the moist
adiabat. B&bove the freezing level, the lapse rate tends back toward the moist
adiabat with height.

Let STABD represent the fractional decrease in stability of the first

guess temperature reference profile from the moist adiabat below the freezing
level. Then for LBOT>L210,

T =(APE,) [T .y APE,  +STABD(6,14 = 0.1a.1.1)] (102)
qo

where STABD is assigned the value of 0.&8%5. At cloud base, the reference
temperature equals the ambient temperature. The quantity 6. is the potential
temperature of a parcel lifted zlong a meist adiabat from cloud base to level
I and is derived from TTBL. Above the freezing level, the reference
temperature is linearly interpolated between those at the freezing level and
cloud teop. Thus for LO>L>LTOP

-1 Pr— Pitor
T (APE) (9 = B V(g 10=TSD0 APE )]
Pio~ Pitor

= =
Proe——B+ = e
i e ioerr S ) (103)
=, Hiroe, —
In constructing the humidity reference profiles, subsaturation pressure
values are assigned to cloud hase (DSPB), the freezing level (DSP0), and cloud
teop (DSPT). The values used in the model are (DSEB, DSPO, DSPT)=(- QU,—?QDO,

-3800) Pa. The subsaturation is linearly interpclated at intermediate levéls:
ac

(Pro-p1) DSPT+(py=Puiror) DSPO
Pro— Piror

DSP, = ,  L<IO (104a)

= DSPO+ = DSPB
DSPL=(pLMT PL) = g?L Plﬂ £ Irr0 (104b)
L1BOT — M 1o

In the special case that the freezing level is fewer than three model
levels above cloud base, then DSP=-3000 Pa throughout the cloud. The first
guess humidity reference values ¢!} are now determined by inverting
T and peaf=p.+DSP).

The energy censtraint used in correcting the first guess profiles for deep
cenvection is that total enthalpy, H-c,T+L,gq, will be conserved in the
vertical through the adjustment process, i.e.,

Pros
f (H.y—H)dp=0 (105)
D

BOT



The correction that must be made to the first guess reference profile
enthalpies so that (105) will held is then

LBOT
[Cp(Tﬁ_{rg}J)+%f(QL_QEQJ)](AWJL
AH = =% — (106)
(4An),
L=ITOP M
1

No correction will bhe applied to the cloud top and thus the g field there
will ultimately be changed c¢nly by the first guess q profile. This is done to
avoid systematic corrections at levels just below the tropopause.

At every level below cloud top, the first guess temperature profile is
corrected. The size of the correction is found as follows. Consider the
definition of the total differential of the enthalpy:

oH 3H
dH = —dT+—4 107
3T 3 p P ( )

Since the adjustment occurs at a given n level, the Process is isobaric
and the second term on the right hand side of (107) is zero. The partial
derivative of enthalpy with respect to temperature is

dH aq-:al
—_ I —=
3T c,tL, 3T (108)

and the resulting derivative of ¢:a 13 obtainegd by differentiating {99) which

aQSaI_ AZ(A3_A4)Qsaf.L

109)
oT (T4H} - A4)? (
Approximating 41 in (107) by
= 7 (2) (1}
AT = Tr'nf_Tref
+ then solving for 71 vields
(2) _ (1) ;“j.‘r'.u.r
Traf.I_Tref,L-'__ 3q., - (110)
Cp4-L"( eT )L

where 44 is taken from (106).

Subsaturation values remain constant for the enthalpy correction thus

Pew 1s unchanged from the first guess. The corrected reference humidity is
therefore given by

PQO T2, APE,- A3 APFE
qff}.f( < )eXD A2| = ! =L (111)
sat.L T3, APE,—A4 APE

sal, [
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4.2.2.3 Adjustment and Precipitation

To approximate the effects of convectidn, the model values of T and q are

relaxed toward the reference profiles according to (95). The changes in T and
g that should occur during adjustment are thus
(AT),=(TY ,-T, )/ (112a)
(Aq)1=(q,.,” q.)/T (1126)
T s _Before these changes are added to the old ;alues, though they ars
1ﬁ;ﬂ|q5U'hUE zontally so that _‘;p,#-f~”
\ ATy = 17846147 )£ 63{( 4T )} 4T, (113a)
l _\_\_\__\_\__\_\_\-_\_‘_—‘—-_
L (4q),=1/8 {62.(4q,)+67(4q,)}+4q, — —(113b)
The precipitation E_;;e;_a grid box formed as a result of the adjustment
can be inferred from (106):
Pror ({2) d
P= Qof.L q; _£ (114.(1)
D gor T g
I Prop T( T d
=_(_.a)f frept” e idp (114b)
LU P gor T . g
: C
Letting CPRLG=—2— where p,=10%kgm™> , then
Pu@ Ly
the convective rainfall occurring during one time step is calculated by
T, -1,
i CPRIG | ———— | PDSL (4n), (115)
féﬁ -iToP T

\
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4.3 Ground Processes

The model’s simulation of surface progesses includes the calculation of
surface temperature, specific humidity, and the accumulation/loss of water.
Qualitatively, the energy valance (/m™s') is given by

65/c ~Oere 0l =057 0%/, =6
¥=FG’F[RL—RT)+F)GCPKHS SLY  Poie _nggK’g osfe g

psCsds
? ﬂtphy Aza Azg

QELI - QSat(eg;cl)
Az,

+APEY po L, KHS (1i6)

The incoming radiaticn R! is taken from the radiation routine while the
outgoing radiaticn Rt is given by
a+l 4
e.'sft:
B0 |f—s q
APEMC

where ¢ is the emissivity (1.0 over soil, 0.4 over water substance), ¢ is the
Stefan-Boltzmann constant,

0=5.67x10"%Jm 2Kk ‘s,

 FGF is a correction to the net radiative flux (0.68 if Rpe>0 , 0.81 if R, <0;
from Nickerson and Smiley (1975));

APE,, =(10%/p)", p.=p, is the soil density , 1500kgm?
c,= ¢, is the specific heat of soil, 1339.2Jkg 'k} ; d, is the surface layer depth (0.1 m).

4z, is the depth of the underground layer (2.5 m);:

4z, is the height of the lowest midlayer predictive surface above the ground
(the denominator of Eqg. (79c)).

6,0 8nd g, are the potential temperature and specific humidity at that level;
8, iz an underground potential temperature which is a function of gecgraphic
latitude ‘and surface slevation (see Eq. (9)).

K, i3 the exchange coefficient batwsesn the surface and underground layers {

Sx107m/s) |

# is the ratio of s0il moisture to maximum soil moisture allowed (0.1125 m)

which always equals 1 over sea, ice, and snow.

L, is the latent heat of vaporization.

Gver snow and sea ice p,-9l6.6kgm™ , ¢,=2060J/{kgk), and K,~1.0755x10 *m3/¢s .,

In order to isoclate 8!, Eg. (116) must be linearized by using a simple
approximation obtained from the first two terms of the Taylor expansion:

- 6.,
(6:;:1“)4=(9:”)4+4(An)(9:“)3( L ) (117)

on



. aeslc-ue:;cl_ :fc
With An=1time step and =
an An
n+ n+ 1 4
(6%.)* = 4(65.) 0% - 3(65y.) (118)
Likewise, the saturation specific humidity at the ground is
FT 1Y 94 sa
Tea(8370 )% o (0%0) + 46— 25 (119)
ki 29 sa f 109 d with 46_, =6"'~0", , th
Taking 0 rom { ) and wi are = 00 oje s Lhlem
y ; A2 APEY) (A3-A4)(6%)'~65,,)
qsut(as)‘cl)=qsa!(es/r) 1+ n+l (120)
(6%,.,— A4 APEZ!)?
Inserting (118) and (120) into (116) and solving for ' yields
0. =X1/X2 ‘ (121a)
X1= At {FFS 05,/ +GFFC 0,+QFC1 [qiv' —q..(0%.)(1-QFCc2 6%,)]
+FGF [R1 +3ea(T5.)%0%, [y +p,c.d, (1210)
X2=p,c,d, +At,, (FFS+GFFC+QFC2 q,(6%.) QFCl+RADFC) (121¢)
where
FFS=c,ph, KHS/Az, (122a)
GFFC=c,p K, /A2, (1228)
QFCl=puph'L, KHS APEY'/4Az, (122¢)
A2(A3-A4) APEZ
QFC2= — (122d)
e, - A4 APEZ.
RADFC=4e0(T",)’ FGF (122e)

Eg.{121) is used only over land and sea ice points. The surface
petential temperature is constant over open ocean. Given 8, , the saturation
specific humidity can be calculated for use in finding the moisture exchange.
The value of ¢.,. uses the formnla in (99):

n PQO ar,. —A3 APE},.
e = Qn exXp A2 Bt LG e (123)
Py 8L = A4 APES;,
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5 Horizontal Boundary Conditions

The integration domain of the eta model excludes the two outermost rows
of the horizontal grid as seen in Fig. 7. Pressure, temperature, and relative
humidity {from which specific humidity is inferred) as well as the wind
components are taken from the aviation run of the global spectral model for
the initial time and for every six hours of the forecast. These data on
mandatery pressure levels are interpolated vertically to the eta predictive
surfaces as described in Section 2.4 and horizontally to the E grid using
bilinear interpolation. Only those values along the outermcst row of the grid
are retained. The tendencies of the forecast quantities are cbtained by
assuming linear change during each six-hour period and are applied to the

values of the outer row after every adjustment time step during the
integration.

After each update of the cuter row, the wind components normal to the
beoundary are checked except at the eight velocity points nearest the four
corners (boxed V’s in Fig. 7). If the normal component is outward, the
tangential component is replaced by a linear extrapolation of the first two
similar components inside the integration domain. For example, consider the
wind at (2,1) in Fig. 7. 1If the v component is negative (outward) then the u
component is reassigned a value of 2 u(2,3) - u{2,5). This is done to avoid
over-specification of the boundary wind.

The secend row within the cuter boundary is a blend of the outer row and
the third row inside which is included in the integration. The quantities PD
(pressure difference between the surface and the top of the domain), T, and g
are updated after each 4t,, at the height points of the second row by simple
four-point averaging, e.q.,

T(1,2)=.25[T(1,1)+T(2,1)+T(1,3)+T(2,3)].

The wind components are updated by the same four-point averaging at all but
the four circled velocity points,in the-sscond—row. At the circled locations,
a six-point weilghted average is used. Specifically, the u components at the
noted points on the southern side are given by

u(2,2)= (4/15) [u(l,1)+u(2,1)+u(2,3)]
+(1/15) [u(l,2)+u(l,4)+u(2,4)] (131a)
w(IM=-1,2)= (4/15) (u(/M-1,1)+u(JM-2,1)+u(IM-2,3)]

+(1/15) [u(IM,2)+u(IM,4)+u(IM~-1,4)] (131b)

The components are updated at these four points prior to those at the
other velocity points in the second row.
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6 Comparative Results

The resclution and extent of the domain in the horizontal was criginally
chosen so that the computational effort would be roughly comparable to the
Nested Grid Mocdel’s. & brief sample of results will be presented.

An example of the interaction of internal processes in the model is seen
in Fig. 8 where turbulent exchange coefficients of heat are displayed at 12-h
intervals through a 48-h forecast during July 1987. The vertical cross
section extends from the northern Gulf of Mexico to northern OCntario. The
effect of diurnal surface heating on the growth and decay of mixing in the
lower atmosphere is clear. Maximum values of 100 mi/s over sunny land areas
are in good agreement with values given by Mellor and Yamada (1974),

Several sequences of consecutive forecasts have been generated te begin
te determine biases that may exist in the model. Fig. 9 shows mean height
errors for fourteen forecasts in August 1987. These values are typical of
what has been seen in the eta model as well as in the NGM before the latter's
errors were reduced through a non-dynamical procadurse, The eta meodsl showed a
maximum erroer of -20 gpm around 12 hours then little change thersafter: tha
sigma version forecast was somewhat similar but the negative errors were about
50% larger. The NGM showed steady and continual cooling resulting in =
maximum height error of —-60 gpm at 48 hours in the stratospheza,

The precipitation scores indicate that the NGM’s rainfall forecasts were
superior to those of the eta model during this pericd. As with subsequent
sequences in October and November 1987, the eta model produced higher scores

for amounts around 0.50" and greater than 1" while the NGM forecasts produced
higher sceres for most other amounts.

As examples of specific forecasts from the eta model, two storms which
developed over the U.S. during early 1988 will be considered. The surface
analysis for 002 20 January in Fig. 10a shows a low pressure area over the
central Midwest with a 999 mb center in eastern Kansas and a 996 mb center in
western Iilinois. The 36-h NGM forecast for sea level pressure verifying at
this time (Fig. 10b) shows one low in northern Missouri between the two actual
centers and another in extreme southeast Arkansas. The eta model forecast
(Fig. 10c¢) produced two centers aligned roughly east-west as observed; the
western low was several millibars too deep because the forecast was several
hours slow. In subsequent hours of the eta ferecast, the western low f£illed

and the eastern low intensified as it moved northeastward which is what
occurred in nature.

The wverifyving and forecast 24-h precipitation totals for the first 24
nours of this forecast are seen in Fig,. 1. A line of maxima running
northwest-gsontheast from MNebraska to Georgia was observed. The NGM produced a
maximum in Nebraska and a narrow region of slightly heavier rainfalil along the
Gulf Coast. In comntrast, the eta model forecast shows a northwest—-southoast
line of maxima from Nebraska but the eenter in Geprgia wWas missed., The NGM
won the 0.01" threat and bias scores and the 0.25" hizs whils the ata modsl
won the 0.25" threat and all other scores for 0.50", 0.75", and 1.00".
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During the second 24 hours of this forecast, rainfall was w;despread
over the eastern Mississippi and Chic Valleys with two maxima of 60 mm in
Tennessee (Fig. 12a}. The NGM produced an elongated maximum of 40 mm from
northwest Alabama to northern Kentucky. The eta model produced a somewhat
rounder area with a maximum of 70 mm over northwest Kentucky. In the scorxes,
the NGM won both 0.01" scores and the 0.25" threat. The eta model tied the
NGM for the 0.25" bias and won all other categories through 2.50".

The next major storm to affect the U.S. occurred about 3 weeks later
along the east coast. Fig. 13 shows the sea level pressure analysis and
forecasts for 127 12 February 1988. The analysis shows a complex low pressure
system with centers in western New York, Delaware, western Virginia, and
northeast of Cape Hatteras. The 48-h NGM forecast placed a low over Detroit
with a trough extending southeastward to another low in southern North
Carolina. The 48-h eta forecast succeeded in indicating the cuadruple
structure of the system by placing a low in western New York and another out
to sea east of Delaware. A trough existed to the scuthwest acrcss Virginia
and North Carolina and ancther trough occurred on the southeast side of the
system associated with the front trailing from the observed Hatteras low.

Most of the precipitation fell during the 24 hours preceding this verification
time. The NGM won the 0.25" and 0.75" bias while the eta model won both
threat and bias for 0.01"™ and 0.50" as well as the 0.25" threat.

Experiments have also been carried out to determine how much improvement
can be achieved by increasing the horizontal resolution. The severe storm
outbreak of 28-29 March 1984 cffered an excellent opportunity for such a test
since models had largely failed to properly simulate the rather complex
cyclogenesis. Fig. 14 shows the paths of the numerous tornadoes which
occurred across the Carcolinas.

The original low had formed over Texas on 27 March and propagated
ncrtheastward. As it crossed the Appalachians, the system split and formed
multiple centers. By (00Z 29 March two lows existed, one over West Virginia
and ancther on the North and South Carclina border associated with the severe

weather (see Fig. 15a). The 24-h eta model forecast using standard resolution
(Fig. 15b) shows a single low over West Virginia with some extension of a
trough to the south. Other models had also been unable to produce the

southern low. Fig. 15¢c shows the 24-h eta forecast in which the horizontal
resolution was doubled. A separate low center is now clearly indicated in
ncrthwest South Carclina near the one that verified.

The observed and predlcted precipitation occurring between 127 28 March
and 122 29 March are seen in Fig. 16. Note the three separate bands which
verified: along the Ohio Valley, across Kentucky, and across northern Georgiza
and the Carolinas. The standard resolution forecast produced the central
band while only a hint of the southern band which accompanied the severe
weather was indicated in North Carclina. However, in the double resolution
forecast a very prominent band is seen extending alcng an axis between Georgia
and the Carolinas nearly coincident with that observed.
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If any area is covered by snow or sea ice and (121) yields a surface
temperature above freezing, then ¢, is set to 273.15 APE,, and
q:c 1s simply PQO/p,,.. The new 8, produces a new RT of

The amount of snow/ice melted (SMELT) is obtained from the heat balance
and is given by

At
.S‘MELT=pr! ;";Ew[(sm—es!c) FFs-(e,.-6,) CFFC

+(qu~d..) QFC1+RL -R 1] (124)

where [, is the latent heat of fusion. Any snow occurring over land is
allowed to evaporate (assuming that the snow surface is at 0°C) by the amcunt

Afph), QFCI (QLM_QSIC)
prs APEsfc

EVAP=

(125)

where I, is the latent heat of sublimation. The snow depth (SNO) stored in
metexrs of water is updated with the effects of melting and evaporation. After

the update, if the snow depth is less than half of the amount lost to melting,
the depth is set to zero.

Falling precipitation is added to SNO if it occurs over a land point and
the surface temperature is at or below freezing otherwise it is considered to
be rain. Evaporation of water over land is identical to that given in (125}
except [, replaces [,. The soil moisture (WET) can now be updated by summing the

rain, evaporation, and snow melt and is constrained tc lie between 0 and
0.1125 m (WEQ).

Clearly, an initial'm” is needed before any surface calculations are
done and is obtained from an adiabatic extrapolation from level LM:

08
0. =Tiu(l+.c2mq?,) APES, (126)
Before being used in the integration, 6%, is smocothed:
03, (new)=07, (old)+.125 {6x.[<5x.92]c(old)]+6y.[6y.62fc(old)]} (127)

The underground temperature is similarly smcothed at this time.
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4.4 Radiation

The routines which simulate the effects.of radiation are essentially
identical to those in the Nested Grid Model and are taken from those developed
for the GLA GCM (Davies, 1982; Harshvardhan and Corsetti, 1984). Both
shortwave and longwave interactions are described. Currently, the routines
are called every At,, =2 hrs during model integration.

Since the routines were created for sigma coordinate models, they must be
passed vertical ceolumns containing all model levels. However, due to the eta
model’s step-mountain structure, vertical columns may possess lower levels
which are underground. To circumvent this obstacle, the vertical indices for
each column are essentially "lifted" where necessary so that level LMAX
becomes the lowest level over the ground. 2Any layers which are iifted above
the top of the domain are isothermal to the true level 1, have specific
humidities of 2x107, and pressure depths of 100 Pa.

The amcunt of cloud in each layer (OCR) is a fraction between 0 and 1 and
is found from the relation

OCR=25 (RH,-RHCR)® (128)

where RHCR is 0.8. RH is the relative humidity in layer L but is bounded by
0.8 and 1.0. If QOCR is less than 0.6, it is set to zero. Clouds are not
allowed in the top four model layers or in the lowest one above grocund.

The so-called skin temperature and air temperature at the ground are alsoc
needed. The former is taken from Eqg. {121} while the latter is the temperature
at a height of 2 m and is interpolated between the surface value and that at
the lowest model level above ground using the logarithmic profile (see
Eq. (84)) .

In order to determine the 1nten51ty of the insolation, the 0051ne of the
solar zenith angle is needed at all points ({see Appendix).

Both the shortwave and longwave portions of the routine return
atmospheric temperature tendencies in each level as well as the total downward
flux. The tendencies (TEND) are summed and smoothed vertically by twice
applying the relaticn

TEND .y (40)\*TEND .y (A7),
2 (4n),

TEND,=0.5 [TENDL+ } (129)

except at the uppermost level and lowest level above the ground. WNext the
tendencies are smcoothed horizontally four times by applying the relation

TEND,=TEND,+.125 [61.(TEND,)+62(TEND,)] (130)

The total downward flux R!{ is also smoothed horizontally four times
using (130). The temperature tendencies are applied every 4t,, during model
integration while R} is used in (121) to determine the surface temperature.
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8 Appendix Calculation of the Solar Zenith Angle

At each call of the radiation routines, the location of the sun used is
that at which it will be 4¢.,/2 into the future. First the celestial longitude
of the sun (i) is found from

Ae=CLON1+CLONZ2 DAY

o Ihe constants CLON1 and CLON2 will vary each year but are approximately
279%and 0°99, respectively. Precise values are taken from the Astronomical
Almanac for the given year. DAY is the exact number of days from the
beginning of the year to the pertinent forecast time. The solar declination
6; and right ascension a; are then

6¢=sin "{sin(A) sin(w )} (Ala)
ag=cos ' {cos(As)/cos{6;)) (ALb)

where w, - 23.441 is the obligquity of the ecliptic.

Greenwich sidereal time is now found from

GST=CSID1+CSID2 DAYI+(CSID3 HOUR

where DAYI is the integral number of days from the beginning of the year to
forecast time and HOUR is the exact number of hours on day DAYI+1l to the
forecast time. Values of CSIDl, CSID2, and CSID3 again vary from year to year
and are taken from the Astronomical Almanac. The local solar hour angle at
each grid point is h=GST-a,-i, where » is the geodetic longitude and GST is
in angular foxrm (15°=1kr). The cosine of the solar zenith angle ¢ is then

cos(¢)=sin{6,)sin(¢)+cos(6,)cos(h)cos($) (A2)

where ¢ is the geodetic latitude.
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Radiation Parameterization (GFDL) in NMC’s Medium-~Range Forecast Model (1952)

Spectral region F

Process

Comment

Clear sky

Longwave

Gas absorption

0 — 2200 cm™! region

H,O

H>0 continuum

CO, and H,0

O3

Hybrid scheme which separates the exchange be-
tween layers and the cooling to space (CTS) term in
the radiative flux divergence equation (Schwarzkopf
and Fels, 1991). The CTS term is caleulated by a
band mode! method using narrow bands (10 cm—!)
combined into 8 bands over the 160-560 cm~! region.
The exchange term is caleulated using an émissivity
formulation over wide band widths.

Extended region, 400-1200 cm™! (see Schwarzkopf
and Fels, 1991 and Roberts efal, 1976).

CO, transmission based on pretabulated transmis-
sion functions for the 560-800 cm! region, with 2
bands used in CTS calculations (see Schwarzkopf
and Fels, 1991 and 1985), where CO;=330 ppmv.

One interval random band model (Rodgers, 1968),
where O3 = scasonal zoral mean.

Shortwave

Gas absorption

12 subintervals covering the solar spectrum

O3
H>0

CO,

Analytic formula of Lacis and Hansen (1974)

Subinterval structure of Lacis and Hansen (1974) for-
mulation, modified from 8 to 12 bands at GFDIL.

Formula of Sasamori etal, 1972

Rayleigh scattering

Effects on O3 as in Lacis and Hansen, 1974

Diurnal cycle

Radiative flux caleulation every 3 hours using day-
light mean cosine of solar zenith angle over the time-
interval...values then weighted by actual cosine zenith
angle at each model point and time-step.

Surface albedo

Land: Background from SiB climatology (Dorman
and Sellers, 1989) which is altered in the presence of
snow......0pen water: zenith angle dependent (Payne,
1972)......Seaice : fixed background (=0.5), altered by
presence of snow. '

Cloudy sky I

Cloud overlap

Random

[ Longwave

Scattering

None

Absorption

Low, Middle cloud assumed black (emissivity = 16)_
while High cloud emissivity latitudinally dependent,
varying between 0.6 in tropics and 0.3 at the poles.

Shortwave

Scattering

Preset albedo for Low, Middle, High cloud

Absorption

Preset absorption for Low, Middle, High cloud

Multiple reflections

Between cloud layers, and between cloud base and
earth’s surface.
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Radiation Parameterization used in NMC ’s models

by K. A. Campana-14 Jan 92

Since NMC began making medium—range forecasts during the mid—1980’s, we have had a
close relationship with the radiation scientists at GFDL; specifically S. Fels, M. D. Schwarzkopf,
and (recently) V. Ramaswamy. We have benefitted, over the years, from improvements that GFDL
has made to their radiation schemes. The latest longwave (LW) scheme was implemented in the
global model in February 1990, while a slightly updated shortwave (SW) scheme will be imple-
mented in Winter 1991-92 . Currently, radiation calculations are made every 12 (model) hours,
approximating the diurnal cycle via a cosine solar zenith angle weighting at each model time—step;
however, with the above~mentioned mode} change, they will be made every 3 hours. The attached

table reflects the NMC radiation scheme which will be operational later this winter. References for
the table are listed below :

Dorman, J. L. and F. J, Sellers, 1989 : A global climatology of albedo, roughness length and
stomatal resistance for atmospheric general circulation models as represenied by the simple bic-
sphere model (SiB), J. of Appl. Meteor., 28, pp 833-855.

Lacis, A. A.and J. E! Hansen, 1974 : A parameterization for the absorption of solar radiation
in the carth’s atmosphere, J. of Atmos. Sci., pp 118-133.

Payne, R. E., 1972 : Albedo of the sea surface, J. of Atmes. Sci., pp 959-970.

Roberts, R, I. Selby, and L. Biberman, 1976 : Infrared continuum absorption by atmos-
pheric water vapor in the 812 p window, Applied Optics, pp 2085-2090.

Rodgers, C. D., 1968 : Some extensions and applications of the new random model for mo-
lecular band transmission, Quart. J. of Roy. Meteor. Soc., pp 99-102.

Sasamori, T., J. London, and D. Hoyt, 1972 : Radiarion budget of the southern hemisphere,
Meteorological Monographs, 13, number 35, pp 9-23.

Schwarzkopf, M. D, and S. B. Fels, 1985 : Improvements to the algorithm for computing
COz2 transmissivities and cooling rates, J. of Geophys. Res., pp 10541—-10550.

Schwarzkopf, M. D, and S. B. Fels, 1991 : The simplified exchange method revisited: An

accurate, rapid method for computation of infrared cooling rates and fluxes, J. of Geophys. Res., 96,
DS, pp 9075-9096.



